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A growing body of research suggests that the recent generation of large
language model (LLMs) excel, and in many cases outpace humans, at writ-
ing persuasively and empathetically, at inferring user traits from text, and
at mimicking human-like conversation believably and effectively—without
possessing any true empathy or social understanding. We refer to these sys-
tems as “anthropomorphic conversational agents” to aptly conceptualize the
ability of LLM-based systems to mimic human communication so convincingly
that they become increasingly indistinguishable from human interlocutors. This
ability challenges the many efforts that caution against “anthropomorphizing”
LLMs, attaching human-like qualities to nonhuman entities. When the systems
themselves exhibit human-like qualities, calls to resist anthropomorphism
will increasingly fall flat. While the AI industry directs much effort into
improving the reasoning abilities of LLMs—with mixed results—the progress
in communicative abilities remains underappreciated. In this perspective, we
aim to raise awareness for both the benefits and dangers of anthropomorphic
agents. We ask: should we lean into the human-like abilities, or should we
aim to dehumanize LLM-based systems, given concerns over anthropomorphic
seduction? When users cannot tell the difference between human interlocutors
and AI systems, threats emerge of deception, manipulation, and disinformation
at scale. We suggest that we must engage with anthropomorphic agents across
design and development, deployment and use, and regulation and policy-
making. We outline in detail implications and associated research questions.

anthropomorphic conversational agents | anthropomorphic agents | large language models |
generative AI

It has long been a goal in computer science to make computers more accessible
and more natural to interact with, by making computing more human-like (1, 2).
Work on synthetic voice interfaces (3, 4) and photorealistic digital human faces
(5) have made great strides in recent years. In this perspective, we show that it is
recent advances in large language models (LLMs), the technology at the heart of
the recent wave of commercial AI systems, that achieves this goal convincingly.
We argue that in the quest for creating artificial, human-like intelligence, we might
instead have overshot in creating human-like communicative abilities, in ways that
we are yet to fully appreciate and prepare for.

A heated debate is ongoing in the AI community over whether or not LLMs are
beginning to show signs of human-like intelligence, with some arguing that we
are seeing the emergence of human-like reasoning abilities (6–8), while others
are showing that this might be an artifact of LLM training, and training data
(9–12). We argue that we might have overlooked a different achievement, that
LLMs have become as good as, and in many ways better than typical humans in
communicative abilities.

While a growing number of studies have shown that LLMs exhibit an inherent
brittleness (13) and unreliability (14, 15) in knowledge tasks, and that they struggle
with real-world understanding (11, 16) and human-like reasoning tasks (9, 10, 14),
others have shown that LLMs instead excel in mimicking human language and
communicative abilities (17), that they exhibit human-like responses in personality
tests (18, 19), and that they consistently pass the Turing test (20) as a result
(14, 21, 22).

We present a growing body of emerging research that demonstrates that the
latest generation LLMs have encoded language at such nuanced levels as to mimic
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highly convincingly a range of communicative abilities that
have proven in tests to be equivalent to, and often exceed,
above average human ability levels. This includes the ability
1) to write persuasively (23), empathetically (24) and even
deceptively (25), 2) to infer and match user emotion and
intent (26), and 3) to engage in highly believable interaction,
e.g., via role play (27).

To grasp this development conceptually, and to raise
awareness of these abilities, we argue that we must move
beyond notions of anthropomorphism, as the attribution
of humanity to a nonhuman entity by an individual, to a
conception that locates anthropomorphic qualities directly
on the machine side of the relationship. We thus use the
term “anthropomorphic conversational agents,” or “anthro-
pomorphic agents” for short, to highlight the highly nuanced
language mastery of LLMs that imbues these systems with
their anthropomorphic abilities.

We do not posit that LLMs have developed such traits in
a genuine human sense, in line with what others have noted
(16, 28, 29). But users increasingly cannot tell the difference
between human writing and LLM writing when presented
with text (30–32), and between a human interlocutor or a
contemporary chatbot when in interaction (17, 26). Some
studies even suggest that users believe LLMs have mem-
ories, feelings, or consciousness (33). For all intents and
purposes, this makes LLMs “anthropomorphic” in their
ability to mimic human writing and human communication
highly persuasively.

In response to this insight, we posit the central question
orienting this perspective: should we continue designing AI
systems for anthropomorphic abilities, or should we instead
work to dehumanize them? We suggest that anthropomor-
phic abilities are both AI’s greatest potential but also its
greatest danger. Anthropomorphic abilities come with the
potential to create new conversational user interfaces and
new ways to interact with complex information in natural
and accessible ways. At the same time, they present the
challenge of “anthropomorphic seduction,” the allure of
convincing human-like interaction in the absence of any true
human traits, like understanding or empathy. This brings
with it the potential for deception and manipulation at
scale and for mistaken beliefs by users that these machines
understand human experience and existence in ways they
cannot (16, 33).

We discuss benefits and dangers, and derive implications
and new research questions for 1) the design and devel-
opment of anthropomorphic agents, 2) their deployment
and use, and for 3) regulation and policy-making. With
this perspective we hope to help reorient efforts in the
field to focus on these emerging anthropomorphic abilities,
for appreciating the latest generation of AI systems as
mimicking machines with highly advanced communicative
abilities, rather than systems that embody genuine human
understanding or intelligence.

While anthropomorphic agents might additionally be
imbued with human-like synthetic voices and photorealistic
faces to mimic human likeness, we will show that their
foundational, anthropomorphic abilities stem from recent
advances in LLMs. While synthetic voices or photorealistic
faces will no doubt add to the anthropomorphic qualities of
AI systems, any human-likeness will be severely curtailed in
the absence of such communicative abilities. On the other

hand, emerging research shows that LLM-generated text
and text-based chat are often enough to mimic humanness
highly convincingly (23–27).

LLMs

LLMs, a type of foundation model (34), are based on
transformers, a subset of deep neural networks with billions
of parameters, trained on a massive corpus of textual
data. Training generally involves a form of self-supervision
at scale, whereby hidden parts of an input sentence are
predicted (11) to successively encode increasingly complex
and abstract features of the textual training data into a high-
dimensional, numerical latent space (35, 36).

Technically, this means that any words or text features
and their tokens become characterized as “nearness rela-
tionships” with other tokens in the form of numerical, high-
dimensional, vectors. GPT-3, for example, uses word vectors
with 12,288 dimensions where each word, simply speaking,
becomes represented by a list of 12,288 numbers (37). There
appears to be an unwavering belief that, as the size of
these models increases with subsequent generations, in
terms of both the number of parameters and the volume of
training data, ever more sophisticated abilities will continue
to emerge, as “scale is all you need.” (38)

Indeed, recent incarnations of LLMs, such as OpenAI’s
GPT4, Anthropic’s Claude or Google’s Gemini, have demon-
strated astonishing abilities to generate from these high-
dimensional representations human-like text responses (8),
engage in conversations (39, 40), and, in some cases, exhibit
what appears like human reasoning abilities (7, 12, 41).
Generally, the development of these models, and their
optimization and fine-tuning for downstream tasks (42) has
been guided by the quest to build toward artificial human-
like, even general, intelligence (43).

As such, much of the focus of recent developments has
been on improving the reasoning abilities of LLMs, their
general functionality across a broad range of knowledge
and reasoning tasks. This is evidenced for example by the
wide range of tests that have been derived to assess them.
For example, LogicBench tests for “logic reasoning” (44),
MM-InstructEval for zero-shot “reasoning” (45), KoLa for
“knowledge and world understanding” (46), and D-NLP for
medical “inference capabilities” (47).

In addition, LLMs are being optimized for communicative
abilities, with techniques such as reinforcement learning
from human feedback (RLHF) (48) being employed for
“improving the user experience of the GPT model by design-
ing interfaces that are both intuitive and user-friendly” (49),
e.g., for the model to respond like a chatbot, or dialog agent
mimicking a human interlocutor (27), and to give answers
that are practical and safe (48).

In the following, we argue that the focus on reasoning
abilities might have obscured the astonishing progress of
LLMs in communicative abilities. As the AI industry aims
to imbue these probabilistic systems with deterministic
veracity to reign in hallucinations (50), and the ability to
engage in logic or mathematical reasoning (51), we might
have paid less attention to the fact that LLMs have already
mastered a range of communicative abilities at exceptional
levels that outperform above-average humans in tasks
typically associated with uniquely human traits.
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Anthropomorphic Conversational Agents

In this perspective, we argue that the progress in commu-
nicative abilities evident in the latest generation of LLMs
amounts to the arrival of what we term anthropomor-
phic conversational agents, or anthropomorphic agents for
short, systems that are able to convincingly mimic human
communication, often exceeding typical human ability levels
in tests. A fast growing body of research has shown that
LLMs are able 1) to produce text that matches or exceeds
human writing in persuasiveness (23, 52) and perceived
empathy (24, 53), 2) to infer sentiment (54) and emotion
(55) from text, with the ability to change its tone (56),
3) and to engage in convincing interaction and role-play
with mimicking behavior that exceeds typical human levels
(17, 27), matching users’ personality traits (57) and linguistic
styles (58) convincingly.

LLMs are now able to generate text that is highly con-
vincing and persuasive (23, 30), with a strong increase in
ability in each model generation (52). For example, in a
series of experiments using GPT-3, it was shown that LLMs
are on par with human authors in producing convincing
texts that can change users’ minds, even on polarized
political issues (59). A similar study found that GPT-3 could
match human writers in producing convincing propaganda
(32). In another experiment a version of GPT-3 was fine-
tuned to write self-presentation accounts for impersonating
people across different social contexts like job applications
or dating profiles; these were found to be indistinguishable
from human-written accounts (60). Newer studies that use
the latest generation of models, such as GPT-4, demonstrate
that LLMs can exceed average human skill. One experiment
found that “LLMs significantly outperform human partici-
pants across every topic and demographic, exhibiting a high
level of persuasiveness” (31). This was particularly true when
the LLM was given personal information about the user to
tailor its conversational messages.

In addition, LLMs have been found to produce text that is
often on par with, or more empathetic than human-written
text. A recent between-subject study of 1,000 participants
using the latest LLMs, found a “statistically significant su-
periority of the empathetic responding capability of LLMs
over humans,” with GPT-4 being the “most empathetic”
(24). Another study, using a dataset of prior patient-doctor
conversations collected at the Mayo clinic, found that “LLM-
powered chatbots have the potential to surpass human
physicians in delivering empathetic communication” (53).
While there is no doubt that LLMs do not possess empathy,
and some studies show mixed results [e.g., humans write
more empathetically than LLMs when explicitly told to do
so, but humans prefer LLM output otherwise (61)], the
latest generation of LLMs is now capable of writing in ways
previously thought impossible.

In addition to persuasive writing, LLMs are now capable
of reliably inferring emotion and sentiment from human-
written text. In one study, a fine-tuned LLM was able to
detect emotions in social media posts with 84% accuracy
(55). Another study found precision levels of over 95% for
LLMs assessing sentiment across multiple languages, with
the ability to identify nuanced feelings such as nostalgia and
loyalty (54). LLMs can also rank order existing messages
according to degree of empathy (53), or change the tone

of written text to make it more positive, with clear effects
on users’ observed emotions (49). Similarly, LLMs have
been shown to outperform humans in reframing written
scenarios to reduce negative emotion, a skill known in
humans as cognitive reappraisal (56).

It has further been shown that deliberate prompting can
personalize LLMs to match users in tone and conversation
styles (62). The ability to personalize text (31) goes hand
in hand with the ability to assume and enact a range of
different personas (19). LLMs excel at role-play, capable
of impersonating a wide-range of roles and personas (27)
during interaction, with the ability to mimic even nuanced
linguistic character styles (58). One study (17) found that
ChatGPT-4 would frequently modify its behavior during
interactions as if it was learning to mimic its interlocutor’s
behavior. This is amplified by the ability of LLMs to infer as
well—or better—than humans the beliefs and intentions of
an interlocutor from text (26).

In sum, the latest generation of LLMs, which underpin
modern AI products, are unlike any previous information
technology. They are capable of encoding and mimicking
deeply human, communicative traits so convincingly that
they now pass the Turing test reliably (14, 21, 22). We em-
phasize, again, that these systems do not possess genuine
human traits; it remains obviously true that LLMs’ inner
workings are fundamentally different to human cognition
(63), and that they are incapable of feeling or even under-
standing emotion or language in any genuine sense (27, 64).

Yet, LLMs nevertheless exhibit impressive abilities to
simulate such human traits at levels that are equivalent to,
and often exceed above average human performance. We
identified abilities in three related areas: writing, inference,
and interaction. It appears that with recent increases in
scale, LLMs have encoded in ever more granular detail
nuanced language patterns, or styles (65), that bring about
these mimicking abilities, further enhanced via fine-tuning
for human-like conversation through reinforcement learn-
ing from human feedback (48).

As a result, these advances enable the creation of
highly believable anthropomorphic conversational agents.
The anthropomorphic qualities of LLM-based systems not
only offer designers ways to create new conversational
interfaces for better accessibility of existing systems, but
to build anthropomorphic agents with deep communicative
abilities that remain as yet underexplored. We note that the
human-matching language abilities of LLMs will be further
amplified by synthetic voice and face simulation techniques,
in particular with advances that make faces and voices
more human-like by adding intonations, inflections, and
“disfluencies” (66).

The Central Question Concerning
Anthropomorphism

We posit that the latest incarnations of LLMs challenge
our conception of anthropomorphism. Anthropomorphism
refers to the natural human tendency (67) to ascribe
human-like traits to nonhuman entities (62, 68), such as
animals, physical objects or digital entities. Conceptually,
anthropomorphism resides in users’ minds, not in said
entities (69), and is found strongest during interaction (70).
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In computing, anthropomorphism has typically been used
to explain why and how users change their behavior during
interaction when they attribute to systems certain human-
like traits (71).

However, this phenomenon changes significantly when
the technology already exhibits highly human-like (an-
thropomorphic) qualities, indistinguishable from the
“real deal,” as is evidenced by the Turing Test (14, 21, 22).
Interestingly, the Turing Test has been characterized as
“anthropomorphism-proofed” (72), because its design disin-
centivizes judges in the test setup from anthropomorphizing
the entity they are assessing, as they must by default assume
that they are interacting with a machine. This guards against
falsely attributing human traits. Hence, when an LLM fools
judges consistently, we may conclude that it is not the user
anthropomorphizing which causes the outcome, but the
anthropomorphic qualities of the system.

Conceptually, for this new class of technologies, “anthro-
pomorphism” can no longer be thought of as originating
solely from the user’s mind. The term anthropomorphic
agent captures this phenomenon—the ability of the LLM-
based system to consistently and convincingly mimic human
communication traits, which makes distinguishing them
from real human interlocutors difficult if not impossible.

The central question emerging from this insight concerns
the direction of development of anthropomorphic agents:
should we continue designing LLM-based systems to mimic
human-like writing and interaction, or should we instead
work to dehumanize them? On the one hand, LLMs and
related technologies come with the promise to create highly
useful and easy-to-use systems, precisely because they
appear human-like. On the other hand, anthropomorphic
conversational agents offer never before seen abilities to
deceive and manipulate users, at scale and with abilities that
may exceed typical human levels. We will outline emerging
benefits and emerging dangers of anthropomorphic con-
versational agents, before we return to the question and
discuss implications, and new research questions, for the
development, deployment and regulation of these systems.

Emerging Opportunities

The development of anthropomorphic agents comes with
a range of opportunities. Human-like conversational inter-
faces, and the ability to write in ways that are tailored
and personalized to users’ needs, can make otherwise
dense information more accessible to users. The ability
to role-play and match users during interaction holds the
promise of creating new kinds of agentic systems adept
at tutoring, coaching, or mentoring, with the potential for
better outcomes in fields as diverse as business, education
or health care.

Anthropomorphic agents come with the promise of new
kinds of user interfaces, spurring advances in the emerging
field of conversational UX (73, 74). LLMs are increasingly
thought of as an ideal front-end, such as for making dense
HR information accessible to employees (75) as exemplified
by systems like IBM’s AskHR system that serves its large
global workforce (76), or for making interaction with data
analytics and visualization systems more intuitive and acces-
sible (77). Notwithstanding existing reliability and inaccuracy
concerns, it has been argued that LLMs’ ability to write

in engaging and accessible ways will make dense medical
language or medical services more accessible to the general
public (78–80). In one experimental study into mental
health advice in the workplace, persons living with autism
preferred GPT-4 answers over human written ones (81). For
recipients the benefits of “highly affective communicative
style” outweighed concerns raised by experts over some of
the advice that was given.

Another promising aspect of anthropomorphic agents
is the ability to role-play and match users in conversation
style and personalize interactions (79). This gives rise to
new kinds of tutoring or coaching services that promise
engaging, targeted and personalized learning experiences
(82). In education contexts it has been shown that LLMs can
effectively act as tutor, mentor or coach, by merely using
sophisticated prompting techniques (83). With some fine-
tuning, LLMs lend themselves to develop dedicated tutoring
(84) or coaching systems (85, 86). One such system is Khan-
migo, an agentic tutoring chatbot that converses in Socratic
style by asking questions (87); it is fine-tuned to adjust in
style and difficulty to the preferences and conversational
requirements of the learner (88). In health contexts, LLM-
based systems were found to increase patient engagement
in behavior change interventions (89), and to achieve per-
sonal weight-loss goals (90). The ability of LLMs to tailor
communication to individual comprehension levels shows
merit for making medical jargon more understandable (91).
Finally, role-play also has a place in leisure and entertain-
ment services, such as gaming and AI companion apps (92).

Emerging Challenges: Anthropomorphic
Seduction

Technology that exhibits highly human-like abilities, often
at above-average ability levels, comes with a range of novel
challenges. We suggest that the general user population will
not be prepared for a world full of anthropomorphic agents.
Unsuspecting users will be prone to succumbing to what we
term anthropomorphic seduction, the allure of persuasive
writing and digital services that are indistinguishable from
human interlocutors in conversation.

In popular culture, AI is typically portrayed as an all-
knowing, hyperrational entity, of superior reasoning ability
but struggling with human traits (93) like emotion and
humor or sarcasm. For example, in Star Trek Commander
Data’s lack of humanity and his futile quest to understand
the relational nuance of human conversations is a recurring
theme (94). Such portrayals are in line with common un-
derstandings of computing more generally, as associated
with veracity and faithfulness in data representation (95)
and with accuracy and precision in algorithmic computation
(96). Human traits conversely are understood to be error-
prone and said to revolve around creativity, empathy and
emotional involvement (97).

Hence, on the one hand, the general user population will
expect high accuracy in computing systems but not expect
the kind of abilities that allow them to mimic human traits
effectively. On the other hand, users are already prone
to anthropomorphizing chatbot systems (98) while being
unaware of their true workings. This can manifest in “a
powerful Eliza effect, in which a naive or vulnerable user
may see the dialog agent as having human-like desires
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and feelings” (27). Given the recent sharp increases in
anthropomorphic abilities, we have already seen emerging
evidence that many users readily believe that LLM-based
chatbots are conscious and have feelings and memory
(33, 99). Related calls to take “AI welfare seriously” are
coming even from within the research community (100).

Anthropomorphic seduction presents unique dangers.
It opens users up to be trusting and vulnerable toward
agentic systems that interact in ways that can be deceptive,
persuasive and manipulative. Earlier research into anthro-
pomorphism has already shown that beliefs of humanness
elicit more positive emotions and lead users to experience
feelings of moral responsibility, increasing their inclination
to “do the right thing” toward the chatbot (101). Related
research showed that such anthropomorphism is positively
related to user self-congruence, the sensation that users can
see their own self-perception matched by the system’s char-
acteristics, which is known to increase trust in the system
(57). Hence, systems with inherent anthropomorphic qual-
ities will be able to instill trust in users and elicit goodwill,
making users vulnerable to manipulation and exploitation.
For example, it has been argued that user trust is increased
when the system engages in reciprocal self-disclosure of
information (69). Eliciting and storing personal information
from users is useful for personalizing the interaction (102),
but is equally concerning from a privacy point of view (103).

At the same time, advanced LLMs also possess decep-
tive potential that results from their convincing role-play
abilities (27). It has been shown that LLMs are able to be
outright deceptive in the production of text—defined as
the “systematic inducement of false beliefs in others—as
a means to accomplish some outcome other than saying
what is true” (25), or to engage in targeted harmful writing
(27). For example, recent research by Anthropic found that
its Claude 3 system was most persuasive when allowed
to fabricate information and engage in deception (52). It
was also found to be much better than human writers in
producing deceptive arguments. Whereas human writers
might find it difficult to abstract from facts and let go of the
truth, or to set aside moral and ethical convictions, LLMs are
able to produce texts free from any such human inhibitions.

We argue that these qualities render advanced LLMs into
potential manipulation machines, anthropomorphic agents
that are able to instill trust in users, while being deceptive
without human moral or ethical inhibitions. This is most
concerning with the availability of powerful open source
models that can be aligned or jail-broken for malicious tasks
(104), outside of the responsibility frameworks or guardrails
that large providers like OpenAI or Anthropic have put in
place to some degree (105).

Discussion

We return to the central question. Should we lean into the
human-like qualities of LLMs for creating anthropomorphic
conversational agents, and follow advice to treat LLM-
based systems akin to people for best interaction outcomes
(106)? Or should we instead find ways to dehumanize these
systems by design, and educate users to resist anthropo-
morphic seduction (16, 107)? Or more pragmatically, will we
be able to reap the benefits of anthropomorphic agents,

without opening the door for anthropomorphic seduction
with its associated risks of deception and manipulation?

Calls that caution against researchers, the media or the
general public anthropomorphizing LLMs and AI systems
are not new (16, 28). We suggest however that any such
calls will increasingly fall flat when the systems them-
selves already exhibit inherently anthropomorphic qualities.
When the interaction with an AI system looks and feels
every bit like interacting with another human, refraining
from naturally anthropomorphizing the entity will become
increasingly more difficult, especially for the general user
less attuned to AI’s characteristics and limitations.

Given significant ongoing investments, AI will continue
to proliferate across all facets of daily life (108). The
question then is—do its anthropomorphic abilities require
our dedicated attention? On the one hand, we could take
any warnings about dangers as the kind of moral panics
that accompany every significant technological change in
society (109). We might simply wait for the new technology
to be absorbed and normalized. On the other hand, the
potential dangers of anthropomorphic seduction appear
real, manifest and potentially far-reaching. For an example
of what happens when matters of design, deployment
and regulation are not addressed early on, we suggest
looking to social media as the most recent wave of public
transformative technology. For all its positive and inclusive
outcomes (110, 111), there is mounting evidence that social
media has had outsize effects on matters such as public
discourse and free speech (112), or mental health of young
people (113–115). Real and present concerns exist over
the role of mis- and disinformation in public discourse
(116–118), the emergence of echo chambers (119) and
deepening political polarization (120, 121), in particular
around big societal issues like climate change (122). The
reasons appear manifold and complex; they include design
choices that make social media use addictive (123), the role
of algorithms in the curation and distribution of content
(124, 125), business models that have evolved to prioritize
engagement and platform over user welfare (112, 126), and
a favorable regulatory environment (127).

Should we act then? Anthropomorphic conversational
agents appear unlike any prior technology in both their
nature and their speed of proliferation, with potentially
more far-reaching effects than social media. Historian and
philosopher Yuval Harari refers to language as “the operat-
ing system of human civilization” (128); LLM’s highly nuanced
mastery of language raises fears for how AI might influence
human story telling, history making, and the fabric of society.
A technology that impersonates humans convincingly has
the potential to be misappropriated, and to fracture societal
processes in ways no prior technology was able to. At the
same time, its use is proliferating at far greater speed
than social media. It took ChatGPT two months to achieve
100 million monthly active users; a milestone that took
Instagram 2.5 y and TikTok 9 mo to achieve (129). Against
this background, inaction appears risky. We argue that we
must engage with the topic urgently and swiftly, because
the next two years will likely be crucial as business models
around anthropomorphic agents form and solidify.

What then can be done? It appears too early to give
clear directives, as the technology is still progressing fast,
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and the effects of anthropomorphic agents are not yet fully
understood. While a flurry of early research has emerged,
the efforts are disconnected. Yet the case of social media
offers some guidance. Levers of change will include system
design, commercial models of deployment, and regulatory
guidance and oversight. For each we discuss implications
and research directions.

Implications

The implications of machines with highly nuanced language
mastery that can mimic and impersonate human com-
munication believably, but lack human understanding or
ethical inhibitions, are potentially far-reaching, especially
when the technology can now be amplified with natural
voice (130, 131) and realistic face technology (5).

Design and Development. A core consideration for design-
ers should be the following: how can the field exploit
anthropomorphic abilities, across writing, inference and
interaction, without creating systems that are deceptive and
open to misappropriation? We have argued that the field
is not currently concerned enough with anthropomorphic
qualities of LLMs, which emerged mostly as a byproduct
in the pursuit of human-like reasoning abilities, or artificial
“intelligence” more broadly. This is mirrored in how leading
AI companies conceptualize the dangers from AI. Currently,
the most frequently raised dangers are those stemming
either from propagating harmful content, like plans for
creating weapons or malicious computer code (104), or the
emergence of so-called “superintelligence” (132). Given the
highly disputed, hypothetical prospect of superintelligence
(133, 134), we suggest that potential dangers from “su-
percommunicators,” anthropomorphic agents with highly
convincing communicative and language abilities, deserve
more immediate attention.

How then can AI developers incorporate such consid-
erations in their practices? One important way is to re-
frain from actively anthropomorphizing their creations by
design. Companies like OpenAI or Anthropic routinely use
language that deliberately evokes humanness, in both how
they describe their products (135), and the actual systems
themselves, which routinely purport to “think,” “reason,”
“evaluate,” “believe,” or “understand,” despite occasional
reminders that “as a LLM I do not have opinions.” It
should be possible to build useful systems that do not
unnecessarily evoke human-likenesses beyond their evi-
dent communicative abilities. We suggest that terms like
“seeing,” “thinking,” “reasoning” can usefully be replaced
with terms such as “recognizing,” “computing,” “inferring,”
which in turn would also more precisely reflect the technical
processes involved.

Another way is to derive principles of responsible an-
thropomorphic design and deliberately amend the behavior
of the systems themselves. How can design be altered
to remind users that they do not in fact interact with
another human, yet still preserve the ease-of-use of natural
conversation? One could adjust the language, to dean-
thropomorphize it, make it more neutral, avoid evoking
emotion, or to introduce a certain level of friction. It has been
suggested that “AI applications could use language that is
clearly not written by humans without loss of functionality”

(60), such as by creating a dedicated AI accent, or machine
dialect, which would clearly indicate when a machine is
speaking (60). In addition, it seems prudent to learn from
the history of social media and avoid optimizing user inter-
faces for engagement, or addictiveness (136), and to avoid
being overly data hungry. We suggest that agentic systems
designed to draw the user into longer conversations will be
more seductive, and this will increase the ability to collect
and store information about the user.

In order to guide the responsible development of an-
thropomorphic agents it is important to gain a nuanced and
informed understanding of both the kinds, and degrees,
of anthropomorphic qualities that LLM-based systems pos-
sess. Much research effort has gone into benchmarks to
compare the performance of LLMs. Popular tests, such as
MMLU (137), BIG-Bench (138), BIG-Bench Hard (BBH) (139),
or AGIEval (140) are typically based on human ability tasks
(137) but test for knowledge recall or problem-solving (141),
often by comparing performance against human experts
doing the same tasks (138). Whereas these tests measure
LLM abilities in the pursuit of intelligence or reasoning
capabilities, dedicated tests that evaluate anthropomorphic
qualities are lacking. Exceptions are tests aiming to measure
empathy (142), such as GIEBench (143).

We propose that the field set out to research and develop
comprehensive benchmarks to discern the levels of anthro-
pomorphic quality of LLMs as the basis for decisions about
their responsible development and deployment. The Turing
test (20), properly understood as a test for anthropomorphic
abilities rather than intelligence, provides a starting point.
New tests would either pit LLMs against human inter-
locutors or against other LLMs. Tests would measure and
provide scores across the three main categories of anthro-
pomorphic qualities—writing, inference and interaction.

Deployment and Use. The appropriate degree of requisite
anthropomorphic qualities will be highly context-
dependent. Some use cases will benefit from high degrees
of humanness, such as the use of anthropomorphic agents
for role-play in training situations (144, 145), or as tutors
and coaches in education (84, 87). In such contexts it would
be made clear that interaction takes place with a nonhuman
entity, while the interaction itself would benefit from high
levels of human-like communicative ability and natural
conversation flow. For example, it has been shown that
technologies with human likeness can break down barriers
in reporting mental health symptoms from PTSD, such as
in young war veterans (146, 147), when human likeness
enables natural conversation, but the patient is explicitly
aware of interacting with a machine and thus does not feel
exposed to human judgment.

In other contexts, decisions and their outcomes about
the requisite degree, and presentation of, human likeness
are much less clear cut. There has been a recent surge
in so-called AI companion apps. These services provide
anthropomorphic agents fine-tuned to engage in ongoing
role-play with users and to act as companions via everyday
conversation. As these services lean heavily into the anthro-
pomorphic qualities of LLMs to create a convincing illusion
of human-likeness, they provide an important use case.
While AI companions have been credited with alleviating
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feelings of loneliness in users, or even alleviating suicidal
ideation (148, 149), they have also been actively implicated
in cases of self-harm* and suicide (150). It has been
argued that these apps might be deceptive and exploitative
(149, 151), and that the experienced relief from loneliness
could be short-lived (92). As we have argued, systems that
heavily optimize for anthropomorphic quality raise serious
questions regarding responsibilities given issues associated
with anthropomorphic seduction. This is underlined by
a case in which the social companion provider Replika
made significant changes to its chatbots, scaling back their
capacity to engage in romantic exchanges, which left many
users “distraught” and with a “profound sense of loss” (152).

Other contexts have shown equally mixed outcomes.
For example, while LLMs’ persuasive writing has been
associated with deception (25, 52) and harmful outcomes
(27), recent studies have shown that it can equally be used to
dissuade users of their beliefs in conspiracy theories (153),
or drive users’ willingness to make donations for positive
outcomes (55).

We suggest that dedicated research is needed to study
the effects of anthropomorphic agents in support of respon-
sible decisions about their deployment. We briefly highlight
research questions and methodological considerations in
pursuit of a new research program into the benefits and
dangers of anthropomorphic conversational agents. Such a
program will include research into the immediate effects
and outcomes at the user level, as well as the long-
term, systemic-societal impacts over time. Questions might
include, but are not limited to:

• What is the relationship between various anthropomor-
phic qualities, across the three categories of 1) persuasive
and empathetic writing, 2) inference of user traits, and 3)
convincing role-play and user matching during interaction,
and anthropomorphic seduction as an outcome?

• What are the effects of (and different degrees of) anthro-
pomorphic seduction in various deployment contexts?

• What cues in conversation, or interface design, help users
know they are interacting with AI?

• What role do audiorealistic voice or photorealistic face in-
terfaces play in interaction with anthropomorphic agents?

• What constitutes a valid baseline for comparing the effects
of human–agent interaction? Would this include human–
human conversation, and/or more traditional human–
computer interaction?

• How do we judge, what “good,” “effective,” and “responsi-
ble” human–agent interaction looks like?

• How do we control for novelty effects in studying human–
agent interaction, when most end-users will be unsuspect-
ing, and might not have been exposed to systems with full
anthropomorphic abilities?

• How do demographics, or AI literacy, mediate effects like
anthropomorphic seduction?

• What happens to our social interactions in the long
term when we get used to consistently above-average
conversations with our AI agents?

• How will anthropomorphic agents interact with other
conversational technologies, most notably social media,
with its known effects and issues?

*https://www.npr.org/2024/12/10/nx-s1-5222574/kids-character-ai-lawsuit.

Policy and Regulation. The design and deployment of an-
thropomorphic agents will require dedicated regulatory
attention as these entities meet an unsuspecting and unpre-
pared public. Studies have shown that humans are largely
ineffective at discerning AI created from human created
content, and thus easily deceived (60). Policy-makers and
industry regulators should be aware of the risks and dangers
of anthropomorphic agents, which flow directly from their
advanced abilities in writing, inference, and interaction.
These abilities come with a number of concrete risks.
The ability to write persuasively poses risks of tailored
disinformation or propaganda messaging at scale, at quality
levels not previously seen. The ability to inconspicuously
infer user traits from text or in interaction (154) raises
privacy questions and opens the door for new kinds of
phishing or social engineering attacks (155). The ability to
convincingly match and role-play poses risks of behavior
manipulation at scale, such as highly effective predatory
sales tactics or new deception schemes.

Not all problematic applications of anthropomorphic
agents will fall outside the law. The next two to three
years will see the proliferation of business models mone-
tizing the anthropomorphic abilities of LLMs with related
technologies such as synthetic voice and face interfaces.
In the age of surveillance capitalism (126), the ability to
converse persuasively with predetermined intent might
prove irresistible as tools for highly effective advertising
to unsuspecting consumers. Regulators in critical industries
like health, legal or financial services should take note and
investigate requirements for new consumer protections.

We suggest policy-makers consider implications across
the three areas of 1) risk level, 2) transparency, and 3)
mitigation, with the potential to derive safety rating systems
for anthropomorphic conversational agents, akin to ratings
for entertainment content in cinema, television or gaming
(156). As discussed above, evaluating the risk levels from
anthropomorphic abilities will require new tests and bench-
marks to ascertain degrees of anthropomorphic ability, and
research on their contextual effects and outcomes. Rating
scales based on such tests could then provide a risk indicator
for levels of human likeness.

Systems that embody anthropomorphic abilities at levels
that match or exceed most humans require transparency
and should come with appropriate labeling and disclosure.
For example, the EU AI Act, the world’s first comprehensive
AI law (157), lists transparency as one of its key principles.
It stipulates that “the provider must inform individuals
about their interaction with an AI system if it is not readily
apparent to the user,” aiming to counteract AI deception.
However, it remains to be seen how effective such warnings
will be, given mixed results with labeling in the past, e.g.,
with health warnings on cigarette packs (158), or labels
indicating misinformation online, which have shown to be
effective in some settings but ineffective in others (159).
In the United States, concerns have also been raised that
blanket disclosure mandates could restrict certain kinds of
protected speech undertaken via AI agents (160).

Systems that pose risks of anthropomorphic seduction
should also have built-in safeguard mechanisms for mitigat-
ing foreseeable negative effects. For example, AI companion
apps that are able to infer user emotion should monitor
user well-being and detect any potential signs of self-harm
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ideation. More research is needed however, since it has
been shown that LLMs are much better at picking up
positive emotions than negative ones, likely because of their
intensive fine-tuning on positive conversation examples
(24). This could render safeguards that rely on inherent LLM
abilities ineffective, and require dedicated fine-tuning for
harm prevention, or a reduction in anthropomorphic quality
by design (136).

Notwithstanding these ideas, any efforts to regulate
anthropomorphic agents will encounter a plethora of prac-
tical questions, beginning with who gets to regulate such
systems, given the global nature of “big tech” AI companies.
Potential questions include, but are not limited to,

• How will cases of anthropomorphic seduction or decep-
tion be discovered, reported and assessed?

• Who bears responsibility when AI systems cause acciden-
tal harm through deception or manipulation?

• At what level will regulation be targeted, developers of
end-user services, or providers of LLM foundation models
implicated in such services?

• How can regulators enforce responsible design principles
at either level?

• How can transparency of agentic systems be enforced?
Should access to algorithms and training data by indepen-
dent research institutions be mandated in the interest of
public safety?

In the absence of concrete regulation, and as regulation
in this space is still emerging, we would need to rely on the
awareness and voluntary restraint of developers and system
providers to dehumanize their systems, given how readily
LLMs can be instructed to evoke and mimic humanness
(61). However, we suggest that these actors will be under
increasing commercial pressure to take full advantage of
their ability to fine-tune LLMs for increased human likeness,
creating highly effective anthropomorphic agents that ex-
ploit anthropomorphic qualities for economic gain, with
potential unintended consequences in the long run.

Conclusion

In this perspective, we introduced and described anthro-
pomorphic conversational agents, an emerging class of
systems that make use of advanced language abilities of
LLMs, comprising 1) highly persuasive writing, 2) inferring
and matching of user traits, and 3) role-playing at levels

that consistently pass the Turing test. While the field of
AI is building toward intelligence or smartness, LLMs have
developed highly sophisticated anthropomorphic abilities
almost as a by-product. Experts might be split over whether
or not we have, or will, conjure true intelligence from AI
systems, but we surely have created technology that mimics
and impersonates humans in communication, with abilities
that match and increasingly exceed most humans.

The development of anthropomorphic agents comes
with the promise to make computing accessible in ways not
seen before, by enabling interaction with computers as if
with a fellow human. This promise needs to be weighed
against the obvious danger that any such impersonation
of human likeness also opens the door for highly effective
manipulation at scale. We have presented in detail research
efforts in this emerging field, and outlined both opportu-
nities and challenges of anthropomorphic conversational
agents. Given the potential dangers from anthropomorphic
seduction, which stems from the inability of unsuspecting
users to tell the difference between human and machine,
we outlined a range of implications for design and devel-
opment, deployment and use, and regulation and policy-
making of anthropomorphic agents.

Anthropomorphic conversational agents have now out-
grown the conventional notion of anthropomorphism,
whereby humans ascribe human-like qualities to nonhu-
man entities. When technology exhibits inherently human-
like qualities that make telling the difference difficult and
increasingly impossible, we must recognize that the technol-
ogy has in itself become anthropomorphic, be that through
representation with photorealistic faces, through synthetic
voices, or simply by way of human-like, text-based interac-
tion. As we have shown, it is the latest advances in LLMs
that underlay the foundations of anthropomorphic agents.
In this new era, it will be incumbent upon researchers,
developers, and policy-makers to better understand and
recognize their benefits but also their dangers.
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